
 

Binaural synthesis using a spherical microphone array based 
on the solution to an inverse problem 
 
Shuichi, Sakamoto1, César Salvador2, Jorge Treviño3, and Yôiti Suzuki4 

Research Institute of Electrical Communication and Graduate School of 
Information Sciences, Tohoku University 
2-1-1 Katahira, Aoba-ku, Sendai, Miyagi 980-8577, Japan 
 

ABSTRACT 
Binaural technologies can convey rich spatial auditory information to listeners, 
using simple equipment such as headphones. Head-related transfer function 
(HRTF) datasets and spherical microphone arrays are important components to 
realize advanced binaural recording and reproduction methods. One of these 
methods is binaural Ambisonics, which captures and reproduces a three-
dimensional sound space based on a spherical harmonic analysis. We have proposed 
an advanced binaural reconstruction method without relying on an intermediate 
sound field representation. In this method, known as SENZI (Symmetrical object 
with ENchased ZIllion microphones), individualized binaural signals are directly 
generated from the microphone recordings by applying weighting filters, which are 
calculated by inverting a linear system. The accuracy of the sound space synthesized 
by SENZI is higher at the head-shadow region than that synthesized by conventional 
binaural Ambisonics. However, the number of microphones imposes a limit on the 
accuracy at higher frequencies according to sampling theory. This limit can be 
overcome by making assumptions on the recorded contents or using perceptual 
information. Because the sensitivity to the phase of human spatial hearing decreases 
at higher frequencies, we propose utilizing this perceptual knowledge to reconstruct 
high-frequency contents. Simulation results revealed that high-frequency 
amplitudes are accurately reproduced using the proposed approach. 
 
Keywords: Spherical acoustics, Binaural technology, Spherical microphone array, 
Ambisonics 
I-INCE Classification of Subject Number: 72 

 
1.  INTRODUCTION 

Advanced three-dimensional (3D) sound space recording and reproduction 
methods are crucial for realizing high-definition multimedia systems. One promising 
method in this direction is binaural technology. Binaural technologies can be realized 
using simple equipment, such as headphones. An important component of such  
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technologies is the head-related transfer function (HRTF). HRTFs comprehensively 
contain individual auditory cues, which are important to present sounds at accurate 
locations outside of the head [1]. The acquisition subsystem is also a highly important 
component for realizing high-definition binaural technologies. Spherical microphone 
arrays with numerous microphones are typically employed to design binaural systems 
with these two components, because they enable us to analyze the sound space easily 
using spherical harmonic decomposition. This class of technologies can be classified into 
two general types: HRTF modeling and microphone signal modeling approaches [2]. 

We have been developing signal processing methods that generate individualized 
binaural signals directly from microphone recordings, without relying on intermediate 
sound field representations, such as by spherical harmonic decomposition. This approach, 
known as SENZI (Symmetrical object with ENchased ZIllion microphones) [3,4], applies 
a set of weighting coefficients to recorded microphone signals, resulting in a target spatial 
pattern defined by the HRTF dataset for a specific listener. The weighting coefficients are 
calculated by inverting a linear system between transfer functions of the rigid sphere and 
HRTF dataset. To obtain accurate sound space information over the whole audible 
frequency range, numerous microphones have to be set on the rigid sphere. However, it 
is cost-consuming to develop spherical microphone arrays with densely distributed 
microphones. The number of microphones imposes a limit on the accuracy at higher 
frequencies, according to spatial sampling theory. Therefore, it is important to synthesize 
perceptually accurate sound space information by using a spherical microphone array 
with fewer microphones on the sphere. 

To overcome this limit, knowledge on a human’s sound space perception could 
be effectively exploited to develop an advanced SENZI method. Various attempts have 
been proposed to enhance the perceptual accuracy of a synthesized sound space [5,6] for 
the same number of microphones set on a sphere. We focus on the insensitivity of human 
phase perception at high frequency components. In this study, the accuracy of the 
amplitude responses of HRTFs was investigated by modifying the phase information of 
HRTFs at high frequency regions, where the effect of spatial aliasing is observed. 
 
2.  SENZI: SOUND SPACE SYNTHESIS USING A SPHERICAL 
MICROPHONE ARRAY [3,4] 

Our developed method, SENZI, represents an HRTF modeling approach [2]. To 
calculate and synthesize a listener's HRTF using inputs from multiple spatially distributed 
microphones, recorded signals from each microphone are simply weighted and summed 
to synthesize a listener's HRTF. The weights can be changed according to a listener's 3D 
head movements. Owing to this feature, 3D sound-space information is accurately 
acquired, irrespective of head movements. Our developed system consists of a spherical 
microphone array with 252 microphones and FPGAs. These components are sufficiently 
compact that it is easy to carry all the systems to a distant location for recording. 

A spherical microphone array using the actual SENZI system is placed at a radius 
of 8.5 cm. Furthermore, 252 microphones are installed on this spherical object. The 
position of each microphone is calculated on the basis of a regular icosahedron. The 
intervals between all neighboring microphones are almost the same: the average interval 
is 2.04 cm. Consequently, the limit for the array's spatial resolution appears at a frequency 
of over approximately8.5 kHz. A small digital omnidirectional electric condenser 
microphone (ECM) (KUS5147; Hosiden Co., Ltd.) is set at one of the 252 calculated 
positions.  

 
 



3.  PREPROCESSING OF HRTF PHASE AT HIGH FREQUENCY REGIONS [6] 
As mentioned in the introduction, the accuracy of the synthesized auditory space 

information depends strongly on the interval of microphones on the rigid sphere. When a 
spherical microphone array at the radius of 8.5 cm is employed to record sound space 
information, the interval of each microphone should be set less than 1 cm to cover the 
whole audible frequency range without the distortion due to the effect of spatial-aliasing. 
This means that approximately 1,000 microphones are required to record the sound space. 
We developed a 252-ch spherical microphone array at a radius of 8.5 cm. The interval of 
each microphone is approximately 2 cm. Therefore, the accuracy of the sound space 
synthesized using this microphone array is degraded at a frequency above approximately 
8.5 kHz owing to spatial aliasing. 

To relax this restriction, knowledge of human auditory spatial perception is 
incorporated. The interaural phase difference (IPD) and interaural level difference (ILD) 
can be utilized as powerful cues to perceive the horizontal sound space. However, the 
IPD cue becomes less relevant as the frequency increases. Therefore, by modifying the 
phase information at high-frequency regions, we attempt to increase the perceptual 
accuracy of the synthesized sound space. The amplitude responses of HRTFs were 
accurately synthesized at high-frequency regions. 

In this study, the time alignment with the original HRTFs [6] was applied to the 
HRTFs used to calculate the weighting coefficients of the SENZI method. An arbitrary 
set of HRTFs defined at the discrete sound source directions Ω௣ ≡ ൫𝜙௣, 𝜃௣൯ ∈ 𝑺ଶ, with 𝑝 = ሼ1, … , 𝑃ሽ as the index of the available grids points, is expressed as follows: 𝒉௣(𝜔) = ൣℎ௟൫Ω௣, 𝜔൯, ℎ௥൫Ω௣, 𝜔൯൧். 
Here, the time-aligned HRTF set is computed as  ℎ 𝑙, 𝑟൫Ω௣, 𝜔൯ = ℎ௟,௥൫Ω௣, 𝜔൯𝐴௣௟,௥(𝜔), 
where the frequency response of the all-pass filter 𝐴௣௟,௥(𝜔) is defined as 𝐴௣௟,௥(𝜔) = ൜ 1𝑒ି௜(ఠିఠ೎)ఛ೛೗,ೝ    for 𝜔 < 𝜔௖for 𝜔 ≥ 𝜔௖, 
where 𝜔௖ = 2𝜋𝑓௖, 𝑖 = √−1. The time offset 𝜏௣௟,௥is calculated as follows: 𝜏௣௥ = cos൫𝜃௣൯ sin൫𝜙௣൯ 𝑟ு𝑐ିଵ, 𝜏௣௟ = −𝜏௣௥, 
where 𝑐 = 343 (m/s) is the speed of sound and 𝑟ுis a head radius of 8.5 cm. By applying 
these processes to the original HRTFs, the time difference between the center of the head 
and the ears can be compensated for each grid point 𝑝. 
 
4.  EVALUATION 

To evaluate the effect of time-alignment HRTFs on the accuracy of a synthesized 
sound space, the obtained time-alignment HRTFs were applied to the SENZI method to 
calculate the weighting coefficients, and HRTFs on the horizontal plane were synthesized. 

The HRTFs of a dummy-head (SAMRAI; Koken Co. Ltd.) were utilized as the 
target to be realized to evaluate the performance. The accuracy of the synthesized sound-
space was analyzed in terms of the synthesized HRTFs for a point sound source using a 
computer simulation. In the simulation, 2,562 HRTFs were used to calculate the 
weighting coefficients of the SENZI method. The 2,562 sound source positions were 
determined as follows. First, a regular icosahedron inscribed in a sphere of radius 1.5 m 
was assumed. Next, each surface of the regular icosahedron was divided into 256 small 
equilateral triangles. The apices of these triangles were projected to the surface of the 
sphere. The results show that 2,562 apices were obtained at a distance of 1.5 m from the 
center of the sphere, and these were employed as sound source positions. HRTFs from 
the obtained sound positions were calculated numerically using the boundary element 



method [7]. For the spherical microphone array, 252-ch microphones were set on a rigid 
sphere at a radius of 8.5 cm. The specification of the spherical microphone array is the 
same as that previously developed as an actual microphone array [4]. Because the 
sensitivity of the phase information is degraded when the frequency is above 
approximately 1.5 kHz, time-alignment was applied to the target HRTFs at frequencies 
over 1.5 kHz (𝜔௖ = 1.5 kHz). To compare the accuracy of the sound space information 
synthesized by high-order Ambisonics (HOA), the calculated time-alignment HRTFs 
were also applied to binaural Ambisonics [6]. 

Figure 1 depicts the synthesized HRTFs using both the original and time-
alignment HRTFs for calculating the weighting coefficients of the SENZI method. At 
around the middle-frequency range (10–15 kHz), some peaks appear to be accurately 
simulated by using time-alignment HRTFs with the SENZI method. On the other hand, 
at frequencies over 15 kHz the accuracy of the synthesized HRTFs is degraded compared 
with the conventional SENZI method and binaural HOA. 

Figure 2 illustrates the reproduction error of the synthesized HRTFs using the 
SENZI method. As shown in Fig. 1, the reproduction error at the middle-frequency range 
is clearly decreased, while a large error is observed in the high-frequency region. 
Moreover, the frequency response in the head-shadow region can be accurately 
synthesized using the SENZI method compared with binaural HOA. 

Although it is unclear why the accuracy of the synthesized HRTFs is degraded in 
the high-frequency region by applying the time-alignment HRTFs, this is not a serious 
problem. Because the weighting coefficients are calculated independently at each 
frequency, the accuracy can easily be recovered using appropriate HRTFs. Indeed, by  
 

           
(a) Target HRTFs                                    (b) Binaural HOA 

          
(c) Conventional SENZI method                       (d) Revised SENZI method 

 
Fig. 1 Azimuthal patterns of synthesized HRTFs using SENZI method  

and binaural HOA. 



  
(a) Binaural HOA 

          
(b) Conventional SENZI method                       (c) Revised SENZI method 

 
Fig. 2 Reproduction error of synthesized HRTFs using the SENZI method  

and binaural HOA 
 
using the original HRTFs over 15 kHz, a high accuracy can be maintained in the high 
frequency region. It will be important in future work to investigate how to select the 
optimum HRTFs to increase the accuracy of the amplitude responses of synthesized 
HRTFs in high-frequency regions. 
 
5.  CONCLUSION 

Binaural recording and reproduction methods using head-related transfer 
functions and spherical microphone arrays can convey rich spatial auditory information 
to listeners. Our proposed SENZI method represents an HRTF modeling approach, and 
generates individual binaural signals by applying weighting filters, which are calculated 
by inverting a linear system. However, the number of microphones imposes a limit on the 
accuracy at higher frequencies, according to sampling theory. 

By introducing knowledge on human spatial perception, especially the 
insensitivity of phase perception in high-frequency regions, the accuracy of the amplitude 
responses of HRTFs synthesized using the SENZI method was improved in the middle-
frequency region. Moreover, HRTFs synthesized using the SENZI method were more 
accurate than those synthesized by binaural HOA in the head-shadow region. 

It would be possible to improve the amplitude responses of synthesized HRTFs in 
high frequency regions more accurately by adding appropriate phase information. ILD 
also provides a good index for improving the perceptual accuracy of sound space 
information in high-frequency regions. We plan to introduce such information into the 
SENZI method, and improve the perceptual accuracy of sound spaces generated by the 
SENZI method.  
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