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ABSTRACT

Binaural systems seek to convey a high-definition listening experience by re-creating the sound pressure at both of
the listener’s ears. The use of a rigid spherical microphone array (RSMA) allows the capture of sound pressure
fields for binaural presentation to multiple listeners. The aim of this paper is to objectively address the question on
the required resolution for capturing an individual space. We numerically evaluated how binaural synthesis from
RSMA recordings is affected when using different numbers of microphones. Evaluations were based on a human
head model. Accurate synthesis of spectral information was possible up to a maximum frequency determined by
the number of microphones. Nevertheless, we found that the overall synthesis accuracy could not be indefinitely
improved by simply adding more microphones. The limit to the number of microphones beyond which the overall
synthesis accuracy did not increase was higher for the interaural spectral information than for the monaural one.

1 Introduction

Binaural technology [1] aims to convey high-definition
listening experiences by reproducing the sound pres-
sure signals at both of the listener’s ears, namely, bin-
aural signals. This allows for the consideration of
auditory localization cues that arise from the scattering
of sound by the listener’s external anatomy [2].

The sound scattering by the listener’s external anatomy
can be characterized by what are known as the head-
related transfer functions (HRTFs) in free field [2].
HRTFs are represented by linear filters relating the posi-
tion of a sound source and the sound pressure generated
by that source at the ears of the listener. To character-
ize an individual space, HRTF datasets are typically
obtained for a spherical array of sound sources [3].

During the last decade, there has been an increasing in-
terest on combining spatial information contained in a
HRTF dataset with recordings made with a microphone
array [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17].
In particular, the use of a rigid spherical microphone
array (RSMA) provides two main advantages: spatial
sound is captured from several directions with uniform
resolution, and simultaneous tracking of multiple mov-
ing listeners is possible through digital computations.
The underlying spherical geometries enable the use of
modal representations of HRTF datasets and RSMA
recordings, in terms of solutions to the acoustic wave
equation at different resolutions (orders). These modal
representations enjoy popularity due to their scalabil-
ity [5, 6, 10, 9, 11, 13, 14, 15, 18, 19].
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HRTF datasets can be obtained for high-resolution
source distributions using numerical methods [20]. Re-
cently, a perceptual study [21] has reported that low-
order HRTF representations might be sufficient to ap-
proximate an individual space, whereas an objective
study [22] has identified HRTF features that would re-
quire high-order representations. Because the required
resolution for characterizing an individual space is still
an open question, the performance of binaural systems
should be evaluated by considering HRTF datasets with
the higher resolution that can be achieved.

Existing RSMA recordings, on the other hand, typi-
cally contain low-order information only, since high-
resolution RSMAs are still hard to construct using ac-
tual technology. This has motivated a recent study [11]
on adapting the resolutions of HRTF datasets to RSMA
recordings by downsampling the HRTF datasets.

Nevertheless, it has also recently been reported in [9]
that high-order information is important to synthesize
more directionally sharpened and more externalized
sounds. Regarding the future of recording technology,
RSMAs of hundreds of microphones are not unrealistic.
For instance, it has been reported in [23, 24, 12] a setup
composed of 252 microphones distributed according
to an icosahedral symmetry. Plans to construct higher
resolution arrays in the near future also exist.

Bearing these considerations in mind, the present study
seek to identify the number of microphones that are
necessary to accurately synthesize the spectral infor-
mation that would be required in binaural localization.
We therefore present an extensive numerical evaluation
using RSMA recordings and HRTF datasets of differ-
ent resolutions, up to the amount required to cover all
typical audible frequencies objectively. To focus the
analysis on the number of microphones, modal rep-
resentations of RSMA recordings are calculated only.
In connection with [11], this is equivalent to resample
the RSMA recordings so as to match the resolution
of the HRTF dataset. Furthermore, to cope with low-
frequency high amplifications typically observed when
assuming HRTF datasets characterized for plane-wave
sources, we consider the case of point sources, which
is more consistent with existing HRTF datasets.

2 Binaural synthesis

In spherical coordinates, a point in space~r = (r,θ ,φ)
is specified by its radial distance r, azimuth angle θ ∈

[−π,π] and elevation angle φ ∈ [−π

2 ,
π

2 ]. Angles can
be merged into the variable Ω = (θ ,φ) in such a way
that a point in space is also represented by~r = (r,Ω).

For each frequency bin, we define an input vector

p =
[

p1 p2 · · · pQ

]T
. (1)

The symbol T indicates transpose. Each entry pq of
p, where q = 1,2, ...,Q, and Q is the number of micro-
phones, represents a sample in the frequency domain
of a sound pressure signal recorded at the microphone
position~rm

q = (rm,Ω
m
q ) over a rigid baffle of radius rm.

We also define a user parameter matrix

h =

[
hleft

1 hleft
2 · · · hleft

L
hright

1 hright
2 · · · hright

L

]T
(2)

Each entry hleft
` or hright

` of h, where `= 1,2, ...,L, and
L is the number of source positions, represents a sample
in frequency of a free-field HRTF for the left or right
ear, respectively. Each entry is characterized for a
source position~rv

` = (rv,Ω
v
`) at a radius rv. We refer

to these positions as the virtual loudspeaker positions.

The synthesized binaural signals for the left and right
ears are organized in the pair

b̂ =
[
b̂left b̂right

]T
. (3)

Binaural synthesis can be summarized as the following
linear combination of p and h:

b̂ = hTAp. (4)

Here, the combination matrix of size L×Q is calculated
according to the following expression:

A = DE+, (5)

where E+ and D denote the encoding and decoding
matrices, respectively.

The matrix E+ calculates a representation of p in terms
of harmonic solutions to the acoustic wave equation
up to order N. It further compensates for the presence
of the spherical baffle, and extrapolates the resulting
free-field representation from rm to rv. The matrix
E+ is obtained by calculating the pseudo-inverse of a
matrix E by using Tikhonov regularization [25]. The
entries of E represent acoustic transfer functions from
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an arbitrary position at a distance rv to each micro-
phone position rm

q . The size of E is Q× (N +1)2 and
its entries, for the assumption of virtual loudspeakers
radiating spherical waves, are

eq,n2+n+m+1 =
−hn(krv)Y m

n (Ωm
q )

kr2
mh′n(krm)

. (6)

Here, hn denotes the spherical Hankel function of the
second kind and order n, while Y m

n denote the complex
spherical harmonic functions of order n and degree m,
where n = 0,1, ...,N, and m = −n,−n+ 1, ...,n. The
functions hn and Y m

n are defined in [26], respectively
as the radial and angular portions of the solutions to
the acoustic wave equation. The symbol ′ denotes the
derivative of a function with respect to its argument.
The benefit of performing regularization by including
the radial portion is the attenuation of high modal com-
ponents at low frequencies.

The matrix D takes the encodings E+p at a radius rv
and decodes them for each virtual loudspeaker direc-
tions Ωv

` . The size of D is L× (N +1)2 and has entries

d`,n2+n+m+1 =
exp( jkrv)

rv
Y m

n (Ωv
`). (7)

The fraction represents a free-field transfer function
from rv to the head center. Its purpose is to set the head
center as the observation point, in consistency with the
definition of free-field HRTFs.

3 Synthesis accuracy

We evaluated the effect of using different numbers
of microphones (Q) and virtual loudspeakers (L) on
the synthesis accuracy. To emphasize the preservation
of spectral information used in human auditory local-
ization, we gave special attention to the synthesis of
monaural and interaural spectral information.

Only one example sound source distance (and corre-
spondingly one virtual loudspeaker radius rv = 1.5 m)
was used. Most of the available HRTF datasets are mea-
sured at this typical radius, beyond which the HRTFs
hardly depend on distance [27]. An exhaustive eval-
uation at different distances close to the head, while
important, is outside the intended scope of this paper.
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(b) Front view.

Fig. 1: Head model used for numerical experiments.

(a) 252 points. (b) 1962 points.

Fig. 2: Examples of icosahedral grids.

3.1 Conditions of the evaluation

Evaluations were based on comparisons of synthe-
sized sets B̂ of binaural transfer functions that de-
scribes a binaural system, and reference sets H
of HRTF datasets (target). Synthesized sets B̂ =
{B̂left(Ωi, f j), B̂right(Ωi, f j)}, where i = 1,2, ..., I, and
j = 1,2, ...,J, were calculated using (4) for the partic-
ular case of a number I of point sources placed at a
1.5 m distance, in the directions Ωi = (θi,φi). The
point sources were radiating non-simultaneously. Each
point source was radiating a single sinusoidal signal at
a time, and this case was repeated for a number J of sin-
gle frequencies f j in the full audible range. On the other
hand, reference sets H = {Hleft(Ωi, f j),Hright(Ωi, f j)},
were calculated using the boundary element method
(BEM) [20] for the head model described in Fig. 1.
The mesh grid of this head model consisted of 14,096
points with an average cell length of 5.1 mm, which
limited our evaluations to an average frequency of
16.6 kHz.
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To calculate B̂, microphone signals for the non-
simultaneous point sources (input) were first calculated
with the algorithm in [28], assuming a rigid sphere of
radius rm = 8.5 cm. Then, HRTF datasets for a virtual
loudspeaker array of radius rv = 1.5 m (user param-
eter) were calculated using BEM [20] and the head
model shown in Fig. 1. The positions of microphones
and virtual loudspeakers were decided using spherical
grids constructed by subdividing the edges of the icosa-
hedron into equal segments. Examples of such grids
are shown in Fig. 2, where dots indicate the positions
and lines enclose their Voronoi cells. Although not
explicitly mentioned in (6) and (7), encoding and de-
coding fundamentally lie on numerical integrations on
the sphere. The required quadrature weights were thus
determined to be proportional to the cell areas.

To select the maximum order N j required to approx-
imate a frequency f j, we used the bound proposed
in [29]. Maximum orders N j are determined by set-
ting a constant truncation error within a region of in-
terest enclosed by a given radius. In our simulations,
we set a truncation error equal to 10−5 within the ra-
dius rm = 8.5 cm of the microphone array. Source
distance information is also considered by this rule; we
set this variable equal to 1.5 m. Under these conditions,
approximations up to an average limit frequency of
16.6 kHz would require an order N = 43 and, hence, at
least Q = (43+1)2 = 1936 microphones. Conversely,
a given number of microphones would limit the spatial
resolution up to a maximum frequency.

The regularization parameter required to calculate E+

was empirically chosen so as to obtain a good compro-
mise between the error and the energy of the source. It
was therefore set equal to ‖E‖×10−7, with the norm
of E equal to its largest singular value.

3.2 Objective measures of accuracy

Sets B̂ and H were compared giving special attention
to the spectral monaural and interaural spectral infor-
mation. The monaural local error in decibels is defined
by [30]:

EM(Ωi, f j) = 20log10

∣∣∣∣∣ B̂left(Ωi, f j)

Hleft(Ωi, f j)

∣∣∣∣∣ . (8)

To highlight the capability of synthesizing the main
peaks and notches of the HRTFs, which provide impor-
tant features for auditory localization, the overall gain

mismatch was further removed from (8) by subtracting
its overall mean value ĒM.

Because interaural information is important in sound
localization, as opposed to monoaural phase [31], inter-
aural measures of accuracy were also considered.

The reference interaural HRTFs are defined as [2]

Hinteraural(Ωi, f j) =
Hleft(Ωi, f j)

Hright(Ωi, f j)
, (9)

and the synthesized interaural transfer functions as

B̂interaural(Ωi, f j) =
B̂left(Ωi, f j)

B̂right(Ωi, f j)
. (10)

The interaural level differences (ILDs) corresponding
to the reference and synthesized transfer functions are
defined by the magnitude in decibels of (9) and (10),
respectively. We calculated the ILD local error corre-
spondingly in decibels by

EILD(Ωi, f j) = 20log10

∣∣∣∣∣ B̂interaural(Ωi, f j)

Hinteraural(Ωi, f j)

∣∣∣∣∣ . (11)

On the other hand, the interaural phase differences
(IPDs) associated with the reference and synthesized
transfer functions correspond to the phase in radians
of (9) and (10), respectively. In particular, phase infor-
mation can be displayed by means of its group delay
to highlight spectral information related to peaks and
notches with a better resolution [32]. We calculated the
interaural group delay (IGD) local error correspond-
ingly in seconds according to

EIGD(Ωi, f j) =

∆arg
(

B̂interaural(Ωi, f j)

Hinteraural(Ωi, f j)

)
2π∆ f j

, (12)

where arg denotes the unwrapped phase and ∆ is the
finite difference operator along the discrete variable f j.

We examined the overall accuracy of our method based
on the root mean square (RMS) values of the errors
defined in (8), (11) and (12). Norms of accuracy equiv-
alent to the RMS value have been evaluated through lis-
tening tests in [30], where the suitability of these norms
for predicting audible differences between measured
and synthesized HRTFs was verified. We calculated
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Fig. 3: Overall accuracy on the sphere calculated using (13), for synthesis with L = 1962 virtual loudspeakers and
different numbers of microphones (Q).
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Fig. 4: Overall accuracy on the sphere calculated using (14) up to 16.6 kHz, for synthesis with different numbers
of virtual loudspeakers (L).

the RMS value along directions based on the following
expression:

RMS
Ωi
{E}( f j) =

(
I

∑
i=1

E(Ωi, f j)
2wi

) 1
2

. (13)

Here, E can be one of the errors EM in (8), EILD in (11),
or EIGD in (12), and wi are normalized quadrature
weights (area of Voronoi cells) for numerical integra-
tion over all of the sound source directions on a sphere
with a radius of 1.5 m. Similarly, we extended the cal-
culation of the RMS value to cover all directions and
frequencies according to:

RMS
Ωi, f j
{E}=

1
J

I,J

∑
i, j=1

E(Ωi, f j)
2wi

 1
2

. (14)

3.3 Synthesis on the sphere

We considered I = 5762 sound sources almost uni-
formly distributed on a sphere with a radius of 1.5 m

and frequency bins in the full audible range for a sam-
pling frequency of 48 kHz. The results based on (13)
and (14) are displayed in Figs. 3 and 4, respectively.

In Fig. 3, it can be observed that, when a number of
virtual loudspeakers sufficient to cover the audible fre-
quency range was used, excellent monaural and interau-
ral overall accuracies were obtained up to 2 kHz, even
with a limited number of microphones. Over 2 kHz,
accuracies of monaural levels and interaural level dif-
ferences (left and middle panels) gradually decreased
with increasing frequency and a decreasing number of
microphones. Nevertheless, increasing the number of
microphones beyond 1002 did not yield a significant
improvement in these overall accuracies. Regarding the
interaural group delay (right panel), good performance
was also obtained at low frequencies, precisely where
this spectral information is known to be important.

In Fig. 4, it can be observed that both monaural and
interaural accuracies were also degraded when the
number of virtual loudspeakers decreased below 1002.
However, increasing this number over 1002 did not im-
prove the overall accuracies. On the other hand, overall
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accuracies were significantly improved by increasing
the number of microphones up to a certain limit, af-
ter which adding more microphones did not lead to a
decrease in the RMS errors. For a number of virtual
loudspeakers greater than 1002, the left panel shows
that increasing the number of microphones beyond 362
did not improve the overall accuracy of the monaural
information. For the same condition, the middle panel
shows that the overall accuracy in ILD did not benefit
from additional microphones beyond 642. Furthermore,
for more than 1002 virtual loudspeakers, the right panel
shows that increasing the number of microphones be-
yond around 1002 did not improve the overall IGD
accuracy. The limits were different depending on the
type of spectral information under consideration.

3.4 Evaluation of white noise gain

Binaural synthesis as described in (4) can also be re-
garded as a filter-and-sum beamformer with weight
vector hTA. The norm squared of the weight vectors
defines the white noise gain:

WNG = ‖hTA‖2, (15)

which is an estimate of the output power due to spa-
tially uncorrelated, unit variance white noise at the
sensors [33]. If WNG is large, it is expected a poor
signal-to-noise ratio at the output of the beamformer
due to white noise contributions. The inverse of the
white noise gain, WNG−1, is used as an estimator for
robustness to noise.

Equating (6) and (7), and using the analytic Tikhonov
regularized solution [25], it can be shown that the en-
tries of A = [a`q] in (4) are given by

a`q =
1

4π(N +1)2 ·
exp( jkrv)

rv
·

(Q+1)2

∑
n=0

(2n+1)Rreg
n (rm,rv,k)Pn(cosΘ`q).

(16)

The angular part of the sum in (16) is defined by the
Legendre polynomial Pn of order n evaluated at the
cosine of the angle Θ`q between~rv

` and~rm
q . The radial

part is defined by the regularized radial filter

Rreg
n =

Rn

1+λ 2|Rn|2
, Rn =−

kr2
mh′n(krm)

hn(krv)
, (17)

where λ is the regularization parameter.
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Fig. 5: Inverse of white noise gain for L = 1962 virtual
loudspeakers and different numbers of micro-
phones (Q =12, 42, 92, 162, 252, 362, 492,
642, 812, 1002, 1212, 1442, 1692, 1962.).

Figure 5 shows the results obtained when calculating
WNG−1 using the model in (16) with λ = 1× 10−3.
It can be observed that increasing the number of mi-
crophones improved the signal-to-noise ratio at lower
and middle frequencies. However, when the number of
microphones increased, its contribution to robustness
only increased slightly. This was particularly true at
higher frequencies.

4 Conclusion

Based on the simulation of a head model valid up to
16.6 kHz, the effects of using different numbers of
microphones and virtual loudspeakers on binaural syn-
thesis were evaluated. The placement of microphones
and virtual loudspeakers was determined by following
a sampling of the sphere based on the geometry of an
icosahedron. Accuracy was evaluated for dense sets of
sound source directions. Overall errors for monaural
and interaural spectral information were calculated.

In general terms, bounded and smooth synthesis of
monaural and interaural spectral features was possible
by frequency-dependent order limitation and regular-
ization. The performance of binaural synthesis based
on spherical microphone arrays was found to depend
mainly on the number of microphones; this determines
the maximum frequency that can be resolved by the
system. Nevertheless, our results showed a limit af-
ter which increasing the number of microphones does
not lead to an improvement in accuracy. Furthermore,
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different limits were found depending on the type of
spectral feature under consideration.

When the number of virtual loudspeakers was suffi-
ciently large to cover frequencies up to 16.6 kHz, we
found that the number of microphones required to im-
prove the overall synthesis accuracy of the interaural
level difference was higher than the number required to
improve the overall synthesis accuracy of the monau-
ral level. Furthermore, the number of microphones
required to accurately synthesize the interaural group
delay was greater than the number required by the in-
teraural level difference.

Further considerations regarding the synthesis of in-
dividual HRTFs, as well as perceptual evaluations by
means of detectability of differences, and localization
tests along azimuth and elevation angles, could provide
more insight into the validity of the present results.
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