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Abstract Binaural synthesis from rigid spherical microphone arrays requires high spatial resolutions. Physically adc
microphones to available arrays, however, is not always feasible. In environments such as conference rooms or concert
prior knowledge about the source positions allows predicting microphone signals by relying upon a physical model for
acoustically rigid sphere. Recently, we have used this model to formulate and evaluate a method that enhances spatial
recordings by adding virtual microphones to the array. In this study, we apply this method to enhance the spatial accura
binaural synthesis when it is performed in anechoic and reverberant conditions.
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. interactions of sound waves with the external anatomical shapes of
1. Introduction , . L
the listeners [16]. Obtaining HRTFs for dense sets of positions is
Spatial audio technologies for the recording of acoustic pressurpossible thanks to recent techniques based on 3D model acquisitior
signals at the eardrums [1], namely binaural signals, are becomingystems and numerical acoustics methods such as the boundar
highly demanded due to the popularity of spatial audio reproductiorlement method (BEM) [18]. The recording of high-definition
devices for personal use, such as headphones [2] and personal sowpatial sound to ensure the accurate synthesis of binaural cues
zone systems [3]. When aiming to capture an acoustic environmetiowever, still represents a challenge because it demands spherice
for its reconstruction in a remote place, an important characteristiarrays with a large number of microphones [4,9-12].
of a binaural recording system is its spatial accuracy or ability to The costs involved in the construction of high spatial resolution
resolve sounds along directions. Spatial accuracy indeed has a highicrophone arrays have confined their use to research purposes [6:
impact on the degree of realism and naturalness when aiming )], and the maximum spatial resolutions of commercially available
re-create the experience of being immersed in a distinct acoustiarrays are still in the range of a few tens of microphones [13, 14].
environment [4]. Moreover, physically increasing the spatial resolution of available
A modern type of binaural systems [5-12] aims to synthesizerrays is not always feasible.
the binaural signals by combining the spatial information available In environments such as conference rooms or concert halls,
in the recordings made with a spherical microphone arrayhowever, the positions of sound sources are often conveniently
mounted on a rigid baffle [13-15] and the spatial informationconfined to a small region of space. In these particular conditions,
available in acoustical characterizations of the external anatomicavhen the sound source positions can be assumed to be known, th
shapes of individual listeners. These acoustical human modelsressure generated at any point on the rigid spherical baffle where
are characterized for a set of surrounding positions andhe microphones are mounted can be estimated using a physica
constitute datasets of the so-called head-related tranfer functiomsodel of the rigid sphere [19, 20].
(HRTFs) [16]. The HRTFs are linear filters describing the Recently, we have proposed a virtual microphone generation
transmission of sound from a position in space to the listener'snethod to enhance the spatial resolution of rigid spherical
eardrums. microphone array recordings [21]. The method takes advantage of
The use of rigid spherical microphone arrays allows toprior knowledge about the source positions to generate recording
consider the dynamic auditory cues that correspond to the heaglgnals at positions on the baffle where there are no microphones,
movements [17]. The use of HRTF datasets, on the other han@nd this is done by relying on the acoustically rigid sphere model.
allows to consider the individual auditory cues that arises from the In this study, we apply the virtual microphone generation
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method to enhance the spatial accuracy of modern binaurglositions used to obtain the HRTFs (see Fig. 1).
systems by adding virtual microphones to the rigid spherical One approach for binaural synthesis can be regarded as
In the remainder of this paper we presenbeamformer [7,8,12]. An individual HRTF dataséf) (constitutes

microphone array.
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Fig. 1 Binaural synthesis from microphone array recordings and HRTF datasets. The use of
microphone arrays allow for the consideration of dynamic auditory cues and multiple moving
listeners. The use of HRTF datasets allow for the consideration of individual auditory cues.
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Fig. 2 Combination of microphone array recordings and HRTF datasets based on the HRTF spatial
pattern modeling approach [7, 8, 12]. The combination maf¥ixrTe contains all possible
acoustic transfer functions between virtual loudspeaker positions and microphone positions.
Matrix Cyrrr needs to be inverted to gener&igrrr.

C

an overview of modern binaural systems and then we describa specified spatial pattern to be approximated by a set of weighting

the virtual micropho

in anechoic and reverberant conditions.

2. Binaural synthesis from microphone array
recordings and HRTF datasets

During the last decade, several binaural synthesis methods thatThe linear system to be solved is formulated by linearly
combine microphone array recordings and HRTF datasets hav@mbining the acoustic transfer functions @nrre SO as to

been studied [5-12].

ne generation method. We also presertfilters (w) that will be applied to the microphone recordings.(
numerical examples when enhanced binaural synthesis is perform&dhe weighting filters are calculated by solving a linear system of
equations that approximate the HRTF dataset. The entries of the

obtain the HRTF dataset.

They aim at binaurally rendering a soundpproximate the HRTF datadet

pressure field sampled at the positions for which a set of HRTFs

Crrrrw = h + enrrr.

was obtained. In other words, these methods aim to synthesize the

binaural signals due to an array of virtual loudspeakers placed at thgq o enrre denotes the approximation error.

matrix associated{wrre) to the linear system are acoustic transfer

@)

functions from the positions of microphones to the positions used to



The synthesis algorithm obtained from the solution to (1) can bahe symbol’ indicates derivative with respect to the argument. In

summarized in two steps: addition, L,, denotes the Legendre polynomial of ordeevaluated
(1) Weighting filtersw = Cjizreh. at the cosine of the angf@ ; between” anda.
(2) Binaural signalsy = w ' p. The model in (5) is used to relate the pressure at two arbitrary
The matrix organization used here is detailed below. pointsa.,, andd, on the rigid sphere when a reference sound source
The synthesized binaural signals for the left and right ears arpositionie is assumed. This defines the following surface pressure
organized in variation function:
left igh T PU
o =[ot g ) P = 5, @)
m
The symbol" indicates transpose. where
The recordings of an array composed /af microphones are
P, = P(Trefy @m, k), and P, = P(Trer, Gy, k). 8)

organized in the vector

T The functionF,,..., represents the transmission of sound on the
p= [pl p2 ;DM] . (3 o .
surface of the rigid sphere from one arbitrary paint to another
Each entryp,, of p, wherem = 1,2, ..., M, represents a sample arbitrary pointd,. This function can also be regarded as a surface
of sound pressure recorded at a microphone posiiignon the  pressure interpolation filter and used to define a virtual microphone
spherical rigid baffle. generation method. This function is used for the generation of
Finally, the HRTFs of the dataset are organized in the matrix  virtual microphone signals in the vicinity of real microphones in the
array. The vicinity is considered around a single real microphone in
hleft hlefl hlefl . hleft .
h = | 2 L ) (4) the method below described.
hright hnght hnght . hnght ) ] )
1 2 L 3.1 Surface pressure interpolation from a single nearest
Each entryh" or )%™ of h, where? = 1,2, ..., L, represents a microphone

sample of the free-field HRTF for the left or right ear, respectively. Let pr. denote the signal recorded by a real microphone placed

Each entry ofh is characterized for a virtual loudspeaker position at a positionz,, in the array. Lep, denote a virtual microphone
B, signal to be generated at a positi@nin the array where there are
The algorithm above described results in the array processinﬂ0 microphones. The virtual microphone sigpalis generated by

structure shown in Fig. 2. applying the filterF,,,.,, to p,, as follows:

3. Virtual microphone generation method for Pv = Fmo X pm. )

spatial resolution enhancement Note that the application of (9) requires the specification of two

This section overviews our recently proposed method [21] taPositions to calculaté,,.,. in accordance to (7). These are the
increase the total numbét of microphone array signals by adding reference positiofer and the virtual microphone positiah,. The
virtual microphones to the array. The method uses prior knowledg@osition @, of the real microphone from which interpolation is
about the source positions to generate recording signals at positiopgrformed can be simply selected by a nearest neighbor search. Thi
without microphones. This is done by relying on the acousticallysearch consists of two steps. First, the angles bet@gemd each
rigid sphere model. real microphone in the array are calculated. Next, the microphone

Consider a rigid sphere of radius and a sound source at a inthe array that creates the smallest angle fibimis selected.

distancer > a measured from the center of the rigid sphere. The 4. Enhancement of binaural synthesis by adding

total pressure generated by a sound source placed at a pasition virtual microphones

and measured by an ideal microphone placed at a pogitamthe

surface of the rigid sphere is defined [19]: In this section we present numerical examples of virtual
- microphone generation applied to the binaural synthesis scheme
P(r,a, k) = ;712 ZZE:Z; (2n+1)Lyp(cosOrz), (5) shown in Fig. 2. The method is used to increase the number of
n=0 microphone signals. Given the rotational symmetry of the rigid
where sphere, the results presented hereafter consider the horizontal plan
. ﬁ. ©) as a representative case for the whole sphere. All examples uses
c numberL = 30 of HRTFs for virtual loudspeakers at a distance

Here, f denotes the frequency andienotes the speed of sound in 150 on the horizontal plane. The rigid spherical baffle where the
air. In (5), h,, denotes the spherical Hankel function of ordeand ~ Microphones are mounted is of radiiss cm. Two examples
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Fig.3 Geometry for virtual microphone generation. Blue dots indicate real 051 2 4 8 16
microphone positions. Magenta marks indicate virtual microphone Frequency (kHZ)

positions. The anglé is the azimuth on the horizontal plane. . L . . .
Fig. 5 Synthesis in anechoic conditions usibg= 30 HRTFs andM =

30 real microphones.
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Fig. 4 Target signals for sound sources on the horizontal plane. Frequency (kHZ)
Fig. 6 Synthesis in anechoic conditions usibg= 30 HRTFs andM =
of number of real microphones are considerdd, = 30 and 120 real microphones.

M = 120. The microphones are mounted on a horizontal circle.
The reference positiofies to calculate the surface pressure variation

filters F).—, was set in the front of the listenet & 0°) ata150 cm ‘ I | I ﬁ‘i N I\J o
distance (see Fig. 3). . ¥ .
Figure 4 presents left-ear HRTFs for sources on the horizontal < 90 | A\ = 12 %
plane. In the numerical experiments, these signals constitute the ﬁ ' AE \é
target binaural signals for the left ear. Figures from 5 to 7 show 5 OO 0 §
the synthesized binaural signals when recordings are modeled in 5 — %
anechoic conditions, whereas Figs. from 8 to 10 present synthesis ~ _9()’ - -12 =
examples for recordings made in reverberant conditions. —
Figures 5 and 6 show synthesis examples usifg = 30 ‘ : : : 24
and M = 120 real microphones, respectively. It is observed 051 2 4
that increasing the number of real microphones improves the Frequency <kHZ)
performance at higher frequencies. Fig. 7 Synthesis in anechoic conditions usihg= 30 HRTFs, M =
Figure 7 shows the synthesis results fdf = 30 real 30 real microphones, angl0 additional virtual microphones (120

microphones and90 additional virtual microphones.  When microphones in total).

contrasting these results with Figs. 5 and 6, it is observed that

adding virtual microphones also improves the performance at higher Recording in a reverberant condition was simulated using the
frequencies in anechoic conditions. However, this is obtained at thalgorithm in [20] to describe a rigid sphere placed inside a

cost of degrading the accuracy for sources on the opposite side oféctangular parallelepiped room. The image method was used to
the reference position, that is, in positions behind the listener. describe a high-order reflection model of the room. The center of
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Fig. 8 Synthesis in reverberant conditions using- 30 HRTFs,M = 30 Fig. 10 Synthesis in reverberant conditions using= 30 HRTFs, M =

real microphones. 30 real microphones, an@D additional virtual microphones (120
microphones in total).

on the opposite side of the reference position.

90 [ 5. Conclusion

We presented a method to generate virtual microphone signals

for the enhancement of the spatial resolution of rigid spherical
microphone arrays. Our method requires prior knowledge about

Azimuth 6
o

L <
(V]
Magnitude (dB)

-90 | source positions. It can be used in recording environments where

the source positions are often confined to a small region of space,

051 2 4 8 16
Frequency (kHz)

)
N

such as conference rooms or concert halls.

The method was applied to binaural synthesis with circular
microphone arrays. Evaluations were presented by means of
Fig. 9 Synthesis in reverberant conditions using= 30 HRTFs, M = simulations. The results show that adding virtual microphones has

120 real microphones. the benefit of extending the frequency range of operation towards
the higher frequencies. However, this is obtained at the cost of
the coordinates coincides with a bottom corner of the room. Thelecreasing the spatial accuracy in the opposite side to the assume
dimensions of the room includedsam width (alongz), 6 m length  source positions.
(alongy), and4 m height (alongz). The reflection coefficients of Extensions of this work can include improvements in phase
all walls were 0.3. The center position of the microphone array wasinwrapping algorithms, surface pressure interpolation from
(1.6,4.05,1.7) m. The front position lies along the positizeaxis. ~ multiple nearest microphones, and further considerations of surface

Figures 8 and 9 show synthesis examples when recordings wepgessure interpolation under diffuse fields.
made .|n reverberant COI"IdI.tIOHS b)./ u-su’lg =30andM = 12.0 6. Acknowledgments
real microphones, respectively. Similarly to the results obtained in
anechoic conditions, it is observed that increasing the number of Part of this study was supported by the JSPS Grant-in-Aid for
real microphones also extends the range of operation towards ttgcientific Research no. JP16H01736 and no. JP17K12708.
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