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ABSTRACT
The head-related transfer function (HRTF) is a major tool in spatial audio. The HRTF for a point
source is defined as the ratio between the sound pressure at the ear position and the free-field sound
pressure at a reference position. The reference is typically placed at the center of the head. However,
when using spherical Fourier transforms (SFT) and distance-varying filters (DVF) to synthesize HRTFs
for point sources very close to the head, the synthesized HRTF assumes that the measurement position
and the reference position are the same. Ear centering is a technique that overcomes this ambiguity.
Ear centering can be performed with translation operators in the spatial domain (the unit sphere) or
with DVFs in the transform domain (the SFT domain). This paper presents a review of ear centering
and shows that operating in the spatial domain is computationally more efficient than operating in
the transform domain. The reason behind this is that transform-domain ear centering requires DVFs
that depend on two source distances, from the reference and from the ear, whereas spatial-domain ear
centering requires DVFs that depend on the distance from the reference only. Moreover, operating in
the spatial domain is more accurate.
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1 INTRODUCTION
There is a growing interest in accurately synthesizing the head-related transfer function (HRTF) for
arbitrary points in the near field, that is, in the region of space within 1 m from the center of the
head [1, 2]. Interests include the design of near-field binaural recording systems [3], the development of
near-field auditory displays [4], and the consideration of distance in auditory attention experiments [5, 6].

A promising synthesis approach extrapolates near-field HRTFs from far-field ones using the spheri-
cal Fourier transform (SFT), distance-varying filters (DVF), and the inverse spherical Fourier transform
(ISFT) [7, 8, 9]. When using the SFT to represent spherical HRTF datasets, the default spherical sym-
metry of the SFT is specified with respect to the reference position. The default spherical symmetry,
however, does not allow to distinguish between the reference position (the head center) and the measure-
ment positions (the ears). Such mismatch produces a demand of a high number of basis functions in the
SFT representation and, therefore, affects the synthesis accuracy.

Ear centering overcomes the mismatch between the default SFT center and the ear position. Ear
centering is performed with acoustic operators that translate the SFT center from the head center to the
ears. Table 1 overviews research related to ear centering interpreted in terms of translation operators. In
summary, translation operators can be applied in the spatial domain (the unit sphere) [10, 11, 12, 13, 14,
15, 16] or in the transform domain (the SFT domain) [17], can be used in far-field [10, 11, 12, 13, 14] or
near-field [15, 16, 17] HRTF synthesis, and can consider acoustic propagation in the free field [13, 14, 15,
16, 17] or include an acoustically rigid scatterer that mimics a simple head [10, 11, 12].



Table 1. Overview of translation operators used for ear centering in HRTF synthesis.

Reference Domain Distance Translation model

Porschmann et al.,
2019 [10, 11] and

Arend et al., 2021 [12]

Spatial domain Far field Plane wave with rigid
sphere

Zaunschirm et al., 2018
[13]

Spatial domain Far field Plane wave

Ben-Hur et al., 2019
[14]

Spatial domain Far field Plane wave

Urviola et al., 2021 [15]
and 2022 [16]

Spatial domain Near field Spherical wave

Richter et al., 2014 [17] Transform domain Near field Spherical wave

In our previous papers [15, 16], a question remained open on whether translation operators perform
better in the spatial domain or in the transform domain when synthesizing near-field HRTFs. In this
paper, we address the question by contrasting the performance of the spatial-domain method proposed
in [15, 16] and the transform-domain method proposed in [17].

2 EAR CENTERING IN THE SPATIAL AND TRANSFORM DOMAINS
The HRTF is defined as the sound pressure at the left or right ear position rear due to a point source
at the source position r, divided by the free-field sound pressure at the reference position rref [18]. The
HRTF, denoted by H, is defined as

H(r, rear, rref) = Ψ(r, rear)
ΨF F (r, rref)

, (1)

where Ψ(rs, rr) denotes the pressure emanated from a source position rs measured at a receiver position
rr and the sub-index FF stands for "free-field", which indicates that the head is not present.
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Figure 1. Geometry for near-field HRTF synthesis.

Figure 1 shows the top-view geometry for theoretical near-field HRTF synthesis. The center of the
head coincides with the reference position rref and the ear position is denoted by rear. The point a is
a point in a continuous, spherical distribution at a far distance ∥a − rref∥ from rref . The point b is an



1 Spherical Fourier transform

H(a, rear, rref)

2 Distance-varying filters: Dn(∥a − rref∥ 7→ ∥b − rref∥)

3 Inverse spherical Fourier transform

H(b, rear, rref)

Hnm(∥a − rref∥, rear, rref)

Hnm(∥b − rref∥, rear, rref)

Figure 2. Near-field HRTF synthesis without ear centering [7, 8, 9].

1 Direct translation operator: T (a, rref 7→ rear)

H(a, rear, rref)

2 Spherical Fourier transform

3 Distance-varying filters: Dn(∥a − rref∥ 7→ ∥b − rref∥)

4 Inverse spherical Fourier transform

5 Inverse translation operator: T −1(b, rear 7→ rref)

H(b, rear, rref)

H(a, rear, rear)

Hnm(∥a − rref∥, rear, rear)

Hnm(∥b − rref∥, rear, rear)

H(b, rear, rear)

Figure 3. Near-field HRTF synthesis with ear centering in the spatial domain [15, 16].



1 Spherical Fourier transform

H(a, rear, rref)

2 Distance-varying filters: Dn(∥a − rref∥ 7→ ∥b − rref∥)

3 Translation operator: Dn(∥b − rref∥ 7→ ∥b − rear∥)

4 Inverse spherical Fourier transform

H(b, rear, rref)

Hnm(∥a − rref∥, rear, rref)

Hnm(∥b − rref∥, rear, rref)

Hnm(∥b − rear∥, rear, rref)

Figure 4. Near-field HRTF synthesis with ear centering in the transform domain [17].

arbitrary point at a near distance ∥b−rref∥ from rref . The distances to a and b from rear are respectively
denoted by ∥a − rear∥ and ∥b − rear∥.

Figure 2 overviews the process for near-field HRTF synthesis without ear centering [7, 8, 9]. The
input is a continuous, spherical distribution of HRTFs denoted by H(a, rear, rref) whereas the output is a
synthesized HRTF denoted by H(b, rear, rref). The encoding stage is performed by the SFT in block 1 .
Range extrapolation from distance ∥a − rref∥ to distance ∥b − rref∥ is performed by block 2 using DVFs;
they are transform-domain acoustic propagators based on a ratio of spherical Hankel functions [7, 8, 9].
The decoding stage is performed by the ISFT in 3 .

Figure 3 overviews the process for near-field HRTF synthesis using ear centering in the spatial do-
main [15, 16]. The input and output of this process are identical to those shown in Fig. 2. The encoding
stage comprises the direct translation operator in block 1 and the SFT in block 2 . Range extrapo-
lation from distance ∥a − rref∥ to distance ∥b − rref∥ is performed by block 3 using DVFs; they are
transform-domain acoustic propagators based on a ratio of spherical Hankel functions. The decoding
stage comprises the ISFT in 4 and the inverse translation operator in 5 . Note that spatial-domain ear
centering is composed of blocks 1 and 5 which explicitly translate the reference position.

Figure 4 overviews the process for near-field HRTF synthesis using ear centering in the transform do-
main [17]. The input and output of this process are identical to those shown in Fig. 2. Encoding, range
extrapolation and decoding are also identical to Fig. 3. Ear centering is performed by the transform-
domain translation operator in block 3 which is implemented with an additional DVF now from distance
∥b − rref∥ to distance ∥b − rear∥. Although the original proposal in [17] considered an additional opti-
mization stage to modify rear according to frequency, block 3 in our implementation operates with the
real position rear. Note that transform-domain ear centering does not explicitly translate the reference
position.

Operating in the spatial domain is computationally more efficient than operating in the transform
domain. The reason behind this is that implementing the DVF of block 3 in Fig. 3 only requires
distances from rref whereas implementing the transform-domain translation operator of block 3 in Fig. 4
requires DVFs that depend on distances from rref and rear.

The mathematical formulation of the blocks used in Figs. 3 and 4 is available in detail in [15, 16].



3 EVALUATION WITH AN INDIVIDUAL CALCULATED HRTF
This section compares the performance of near-field ear centering in the spatial [15, 16] and transform [17]
domains. The DVF and SFT algorithms respectively described in [9] and [19] were adapted to numerically
evaluate four scenarios:

• No ear centering

• Transform-domain ear centering [17]

• Spatial-domain ear centering [15, 16].
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(a) No ear centering.

(b) Transform-domain ear centering [17]. (c) Spatial-domain ear centering [15, 16].

Figure 5. Synthesis error calculated with (3). Black-dashed curves indicate −3 dB values. Black-dashed
lines indicate fmax in (2).



Figure 6. Synthesis error calculated with (4). The black-dashed line indicates fmax in (2).

3.1 Conditions
The conditions for evaluation are similar to the ones used in [15, 16]. Among the existing calculated near-
field HRTF collections [20, 21], we chose the one in [21] because its data is open and its resolution across
distance is dense. Left-ear HRTFs for one individual head model without torso are used in evaluations.
The spatial features due to the torso are prominent at the lower frequencies and can extend up to
3 kHz, whereas the features due to the head and pinna span the middle and high frequencies [22]. Our
assessment focuses on head and pinna features, for this reason the lower frequencies are also covered;
hence, the absence of torso does not limit our results. The HRIRs have 512 samples along time, were
sampled at 48 kHz, and c = 344 m/s. The left-ear positions were extracted from the head model.

The sound sources are distributed in spherical grids based on subdivisions of the edges of the icosa-
hedron. Icosahedral samplings are chosen because they achieve bounded spherical integration errors dis-
tributed across all orders, whereas other samplings aiming at perfect quadrature at low SFT orders yield
large errors concentrated in the high SFT orders [19].

The maximum frequency up to which reliable synthesis is ensured is calculated as

fmax = cNg

2πrbound
, (2)

where c is the speed of sound in air, Ng is the maximum SFT order of the icosahedral grid, and rbound
is the radius of a sphere fully containing the head.

Datasets at distances b, ranging from 20 to 100 cm with 1 cm spacing, are used as target data. For
each distance, 642 directions on an icosahedral grid are considered. Datasets are also synthesized for these
distributions of points.

3.2 Error Metric
Target and synthesized HRTF datasets are respectively organized as H(bi, Ωj , fκ) and Ĥ(bi, Ωj , fκ). Index
i = 1, 2, ..., 81 indicates radial distances; index j = 1, 2, ..., 642, directions on the sphere; and index
κ = 1, 2, ..., 257, frequency bins. The overall synthesis error across angles is defined as

E(bi, fκ) =
RMS

Ωj

{H − Ĥ}

RMS
Ωj

{H}
, (3)



and the overall synthesis error across angles and distances as

E(fκ) = RMS
bi

{RMS
Ωj

{H − Ĥ}

RMS
Ωj

{H}

}
, (4)

where RMS stands for root mean square along either directions Ωj or distances bi.

3.3 Results
Panels in Fig. 5 show synthesis errors calculated with (3) and displayed in a logarithmic scale, from
−30 dB to 0 dB, to contrast with the perceivable HRTF dynamic range of around 30 dB, as reported
in [23]. The black-dashed curves highlight the −3 dB values and are used as an indicator to compare
among panels. We use the −3 dB indicator because this value is commonly considered as a perceivable
difference. The black-dashed lines indicate fmax as formulated in (2).

Contrasting panels (a) and (b) in Fig. 5, it is observed that synthesis without ear centering and with
ear centering in the transform domain yield similar results. Panel (c) in the same figure, on the other
hand, clearly shows that the most accurate synthesis is obtained when applying ear centering in the
spatial domain.

Figure 6 shows the overall synthesis errors across angles and distances calculated with (4). These
results also indicate that spatial-domain ear centering yields a clear enhancement in near-field HRTF
synthesis.

4 CONCLUSIONS
We presented a review of ear-centering methods used in HRTF synthesis. Ear centering can be applied
in the spatial or transform domains, can be formulated for sources in the far field or near field, and can
consider acoustic propagation in the free field or include an acoustically rigid scatterer that mimics a
simple head.

When aiming at synthesizing near-field HRTFs, we showed that operating in the spatial domain is
computationally more efficient than operating in the transform domain. Moreover, operating in the
spatial domain is more accurate than operating in the transform domain when a frequency-dependent
optimization of the ear position is not considered.

Extensions to this work might consider detailed mathematical analyses to contrast the equivalences of
the existing methods for ear centering in the spatial and transform domain. Assessments with top-down
auditory models and subjective tests could also provide more insight into the validity of ear centering.
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