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Abstract

It is essential to capture the auditory spatial information
in the development of ultra-realistic telecommunication sys-
tems. The microphone array with numerous microphones is a
core device to record accurate three-dimensional (3D) sound.
However, the network usage costs are a serious problem to
transmit recorded signals by the super multichannel micro-
phone arrays when accurate 3D sound information is repro-
duced at the distant place. In this study, we propose a com-
pression method for spherical microphone array recordings
using principal component analysis (PCA). While the PCA
was applied in the time domain in the previously study, the
technique is applied in the frequency domain by using the
discrete cosine transform (MDCT). The Numerical experi-
ments showed that the bitrate of the compressed data can be
reduced to around one third of that of the original, uncom-
pressed recordings without degrading the accuracy of spatial
information.

1. Introduction

Capturing and reproduction of accurate 3D sound informa-
tion is a core part of development of the ultra-realistic audio
telecommunication systems. To capture such a sound space
information, the microphone arrays are mainly used[1, 2, 3,
4]. To record sound space information with high spatial res-
olution, it is important to set numerous microphones densely.
However, the transmission cost of such super multichannel
signals over the network would be serious problem. There-
fore, the efficient compression method for multi-channel mi-
crophone array recordings are highly required. The micro-
phone array signals recorded by a large number of channels
arranged densely are expected to have large inter-channel re-
dundancies. Therefore, reducing such redundancies results to
compress the recordings.

Previously, we proposed a novel compression algorithm

to reduce the data size of recorded signals by spherical mi-
crophone array [5]. In this method, PCA was applied to the
time domain signals. However, the algorithm was very time
consuming because the PCA was applied sample by sample.
Moreover, there was not high inter-channel redundancies be-
tween the samples of each microphones. Therefore, in this
study, the PCA was applied in the frequency domain by using
MDCT.

In this study, we propose a compression method by remov-
ing the inter-channel redundancies using PCA, and evaluate
its performance. Proposed method was applied to the record-
ings by the 252-ch spherical microphone array that we con-
structed our previous study [4]. Afterwards, the impact of
compression on the spatial accuracy of the output signal is
analyzed.

2. Compression Method

As mentioned previously, it is effective to use spherical mi-
crophone arrays with numerous microphones desely mounted
on the rigid sphere in order to recorde accurate sound space
information. In such microphone arrays, the distance between
each microphone is short enough to reduce the redundancy
caused by the similarity of the signals. The PCA is a statisti-
cal technique to remove such redundancies.

In this study, the PCA was applied in the frequency do-
main bu using MDCT (modified discrete cosine transform).
The MDCT is a time-frequency conversion tool using cosine
bases and overlap-add method. This technique allows an ef-
ficient processing of long recordings [6]. The block diagram
of our compression method is shown in Fig.1

First, the recorded signals of all microphones are win-
dowed by a sine window with the length L. Assuming an
array of N microphones, the windowed uncompressed sig-
nals in the time domain, represented by sn(ℓ), are defined as
follows:

S=[sℓn]L×N , sℓn = sn(ℓ), (1)



where n = 1, 2, . . . N is the microphone index, and ℓ =
1, 2, . . . L indicates the time index. Next, the recorded sig-
nals are converted to the frequency domain by mean of the
MDCT as follows:

S̃ = C S, S̃ = [s̃kn], s̃kn = s̃n(k), (2)

C = [ckℓ], ckℓ = cos
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k = 1, 2, . . . L/2,
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Here, k indicates the frequency index.
To normalize the each colums of the matrix S̃, the columns

of matrix S̃ are divided by their own standard deviations as
follows:

M = S̃ diag
([

1

σ1
,
1

σ2
, . . .

1

σN

])
, (3)

where σn = std(S̃n).

The correlation MTM [7] is then split into factors using the
eigenvalue decomposition according to the following equa-
tion:

MTM = VΣVT. (4)

Here, V is a square matrix containing the eigenvectors of the
covariance matrix,vn, along its columns. Moreover, Σ is a
diagonal matrix formed by the eigenvalues λn of the correla-
tion matrix.

The proposed method seeks to decrease the amount of data
to be transmitted by reducing the dimension of eigenvector
matrix V. The number of columns to be transmitted is deter-
mined by selecting a target cumulative variance (CV), defined
as follows:

CV = 10 log10

 1

tr(Σ)

N ′∑
i=1

λi

 . (5)

Here, the trace of Σ is the sum of the diagonal components
of eigenvalue matrix Σ. The CV value indicates the contri-
bution that the eigenvalues up to the N ′-th one have on their
total sum as a logarithm. If the target CV is chosen to be
high, a large number of eigenvectors are preserved and the
total compression ratio will be low. However, choosing a
small target CV results in the excessive loss of information
and may reduce the accuracy of auditory spatial information.
Figure 2 shows that the behavior how CV in relation to the
number of preserved eingenvectors for various types of band-
pass noise. The figure indicates the existence of redundancy
in the recorded signals. In this step, the number of eigenvec-
tor is truncated N to N ′.

The truncated matrix, V′, can then be multiplied by the
matrix of normalized signals M to obtain a set of indepen-
dent components µ′. Explicitly, we perform the following
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Figure 1: The block diagram of the method

operation:
µ′ = MV′. (6)

By the proposed method, recorded signals are expressed by
using only the independent components µ′, the eigenvector
matrix V′, and the standard deviation values of all channels,
σ = [σ1, σ2, . . . σN ]. These µ′, V′, and σ indicates the
compressed signals to be transmitted.

On the receiver side, the normalized signals are approxi-
mated according to the following equation:

M′ = µ′V′T
. (7)

Finally, multiplication of the columns of M′ and their corre-
sponding standard deviation values σ gives the decompressed
signals S̃′ in the frequency domain in such a way that:

S̃′ = M′ diag ([σ1, σ2, . . . σN ]). (8)

The reconstructed signals in the time domain S′ are obtained
via the inverse MDCT.

3. Evaluation

3.1 Numerical experiment condition

In the evaluation of the proposed method, the point source
was set on the horizontal plane at the distance of 1.5 m.
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Figure 2: The behavior of CV value when some bandpass
noises are input.

The angular position was changed at the interval of 1 degree.
Here, 1-s white noise was presented from the point source and
recorded by a 252-ch microphone array [4] with sampling fre-
quency of 48 kHz, and quantization of 16-bits. Since the di-
rectional resolution was 1 degree, sound signal was recorded
360 times.

The proposed method was applied to the recordings to
compute the compressed signals µ′, V′, and σ, all of which
have the same resolution of 16-bits. The number of eigenvec-
tors to be transmitted was set to N ′ = 40. As a comparison,
two conventional compression methods, and simple reduction
of the number of microphone were used. The conventional
ones are the common audio compression algorithm, MPEG-1
audio layer 3 (mp3) at the bitrate of 320-kbps , and a loss-
less compression method, roshal archive (RAR). The simple
reduction of the number of microphone array was composed
by picking up 72 microphones from 252-ch spherical micro-
phone array in order to keep the same bitrate of compressed
signals. The 72 microphones were selected as evenly dis-
tributed as possible. In summary, we compared the uncom-
pressed original recordings, our present proposal, mp3, RAR,
and simple reduction of the number of microphone (RNM)
recordings in order to evaluate the compression ratio and the
accuracy of sound space information.

3.2 The accuracy of spatial information

In this study, the decompressed recordings S′ and the origi-
nal recordings S were transformed to a set of binaural signals
which have spatial information by the SENZI algorithm [4].
The impact of the proposed method on the spatial accuracy of
the binaural signals was evaluated in terms of a metric known
as the spectral distortion (SD). The left ear signal in the fre-
quency domain is defined as PL(θ, k), where θ is the azimuth
of sound source direction, k is the frequency index. Then
the SD value between two synthesized signals is defined as

follows:

SD(θ, k) = 20 log10

∣∣∣∣P ′
L(θ, k)

PL(θ, k)

∣∣∣∣ , (9)

where the PL(θ, k) indicates the left ear signal calculated
from uncompressed microphone recordings, and P ′

L(θ, k) de-
notes that calculated from the compressed recordings.

3.3 Results

This SD value was computed for all azimuth on the hor-
izontal plane (360 directions). The SD values of the re-
synthesized 3D sound space in each condition are shown in
Fig. 3. Because RAR is a lossless compression method, the
SD value was not analyzed. It is clearly seen that SD value
of our proposal is quite small and outperfomes the order two
compression methods. This figures indicate that 3D sound
space information is accurately reproduced by using our pro-
posal.

The performance of signal compression was evaluated by
comparing the bitrate. The transmission rates of all condition
are shown in Fig. 4. This figure indicates that our proposal
can reduce the data size of recordings around 1/3.

4. Conclusions

In this study, we proposed a compression method based on
the inter-channel redundancy removal for super multichannel
spherical microphone array recordings. The PCA was applied
to the correlation matrix of MDCT coefficients. The numer-
ical experiment demonstrated that our proposal can achieve
a good compression performance while preserving the accu-
racy of the re-synthesized sound space for most audible range.

As future works, we will introduce the efficient quantiza-
tion scheme based on the charactaristics of the human audi-
tory system to achieve higher compression rate. For example,
the psychoacoustic model which is used in mp3 and advanced
audio coding (AAC) can be applied to quantize the parame-
ters to be transmitted in our proposal. The psychoacoustic
model gives a quantization strategy to hide the quantization
noise into inaudible area hence the bitrate can be reduced
without degrading perceptual quality.
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(a) The proposed method. (Preserved the num-
ber of eigenvector N ′ is 40)
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(b) Simply reducing the number of microphone.
(72-ch)

0 5 10 15 20
Frequency[kHz]

0  

90 

180

270

360

A
z
im

u
th

[d
e
g
]

0

10

20

30

S
D

 [
d

B
]

(c) MPEG-1 layer III (mp3 320-kbps).

Figure 3: The SD values of re-synthesized sound space on the
horizontal plane in each condition.
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Figure 4: Transmission rate of each condition. The la-
bels ”ori”, ”pro”, ”RNM”, ”mp3”, ”RAR” indicate origi-
nal recordings (uncompressed), compressed by our proposal,
simply reducing the number of microphone, mp3 compres-
sion with 320 kbps, roshal archive, respectively.
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