BINAURAL RENDERING OF SPHERICAL MICROPHONE ARRAY RECORDINGS BY DIRECTLY SYNTHESIZING THE SPATIAL PATTERN OF THE HEAD-RELATED TRANSFER FUNCTION
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Binaural technologies can convey rich spatial auditory information to listeners using simple equipment such as headphones. Advanced binaural recording and reproduction methods use spherical microphone arrays and head-related transfer function (HRTF) datasets. Mainstream techniques, such as binaural Ambisonics, characterize the recorded sound field as a weighted sum of spherical harmonics functions. In contrast, this research seeks to generate individualized binaural signals directly from the microphone recordings, without relying on intermediate sound field representations. The approach, known as SENZI, applies a set of weighting filters to the recorded microphone signals resulting in the target spatial pattern defined by the HRTF dataset. In this sense, the proposal requires finding the appropriate weighting filters by inverting a linear system. Binaural synthesis methods based on the solution to an inverse problem belong to one of two categories: HRTF modeling (type 1) or microphone signal modeling (type 2). The SENZI method considered here belongs to the HRTF modeling category. In addition, the problem is generally over- or underdetermined, depending on the number of microphones in the array and HRTFs in the dataset. This also impacts the accuracy of the synthesized binaural signals. A design problem, therefore, is to choose the most appropriate number of microphones and HRTFs. Fortunately, large HRTF datasets, as well as massively multi-channel arrays are now available. An example of the latter is a real-time implementation of the SENZI method using a 252-channel spherical microphone array and an FPGA-based processing subsystem. This research evaluates the binaural synthesis accuracy in relation to the number of microphones and HRTFs used to derive the weighting filters. Numerical simulations show that underdetermined systems generally yield better results than overdetermined ones.
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1. Introduction

Advanced multimedia systems require recording and reproduction technologies that can accurately convey three-dimensional (3D) sound space information to distant places or store it for future access. One of the promising methods to realize this is binaural technologies. These technologies can convey rich spatial auditory information to listeners using simple equipment such as headphones.

One of the important components of the technologies is the head-related transfer function (HRTF). HRTFs contain individual auditory cues that are important to present sounds which are accurately
located outside of the head [1]. Recent advances in the measurement and computation of HRTFs led to public databased for their values in densely sampled spatial grids [2, 3]. The acquisition subsystem is also crucially important component to realize the technologies. This subsystem typically applies microphone arrays. Use of multichannel arrays is essential to sense accurate sound space. Spherical microphone arrays with numerous microphones are typically used because they enable us to analyze the sound space easily using spherical harmonic decomposition.

To design binaural systems with the above mentioned two components, spherical microphone arrays with numerous microphones are typically used because they enable us to flexibly design high definition sound acquisition systems. Such a class of technologies can be classified into two types of general formulations [4]. A class of signal processing method to design such binaural systems relies on the spherical harmonic decomposition to analyze the sound space and has been intensively studied because of its simple and elegant theory [5, 6, 7, 8, 9]. We have been devoting in the other class of signal processing methods that generate individualized binaural signals directly from the microphone recordings, without relying on intermediate sound field representations such as by spherical harmonic decomposition. The approach, known as SENZI [10, 11], applies a set of weighting filters to the recorded microphone signals resulting in the target spatial pattern defined by the HRTF dataset. To realize this approach as an actual system, it is an important issue to choose the most appropriate number of microphones and HRTFs. This is a common issue to develop not only SENZI but also all other binaural technologies using the spherical microphone array and the HRTFs [4].

In this study, we summarize the way of developing these binaural technologies and discuss the relationship between the number of HRTFs and microphones and the point of accuracy of synthesized sound space. According to the analysis, the characteristics of SENZI are discussed to assess its advantages.

2. **Binaural synthesis from microphone array recordings and HRTF datasets [4]**

An overview of the binaural synthesis method under consideration is illustrated in Fig. 1. In general, this class of binaural synthesis methods aim at rendering a sound pressure field sampled at the positions where a set of HRTFs is given. In other words, this class of methods aim to synthesize the binaural signals due to an array of virtual loudspeakers placed at the positions used to obtain the HRTFs.

In this system, binaural signals to the individual listeners are generated by using HRTFs $h_{\text{left}}^\ell$ and $h_{\text{right}}^\ell$ ($\ell = 1, 2, \ldots, L$) and recorded signals $p_m$ ($m = 1, 2, \ldots, M$) as drawn in Fig. 1. It is argued that most of the existing methods for combining the microphone array recordings with HRTF datasets can be classified into two prominent approaches: 1) the HRTF modeling approach and 2) the microphone signal modeling approach. Each approach refers to the manner in which the underlying inverse problem is formulated.

In the HRTF modeling approach, an HRTF dataset constitutes a specified spatial pattern to be approximated by a set of weighting filters $w$ applied to the microphone recordings. $w$ are calculated by solving a linear system of equations that approximate the HRTF dataset. The entries of the matrix associated to the linear system are acoustic transfer functions from the positions of microphones to the positions used to obtain the HRTF dataset. Examples of binaural systems based on this approach are the virtual artificial head (VAH) [12, 13], binaural beamforming systems [14, 15, 16, 17, 18].

In the microphone signal modeling approach, on the other hand, the microphone array recordings are used to calculate the driving signals $u$ at the positions used to obtain the HRTF dataset. $u$ are subsequently rendered with the corresponding HRTFs in the dataset by relying on the principle of acoustic wave superposition [19]. These $u$ are calculated by solving a linear system of equations that model the microphone array recordings. The entries of the associated matrix are acoustic transfer functions from the positions involved in the HRTF dataset to the positions of microphones. Examples
Generalized binaural synthesis explained previously can be formulated in terms of the following equation:

$$\varphi = \overline{h^T} C^+ p.$$  \hspace{1cm} (1)

Here, the synthesized binaural signals for the left and right ears are organized in

$$\varphi = \begin{bmatrix} \varphi_{\text{left}} \\ \varphi_{\text{right}} \end{bmatrix}^T.$$  \hspace{1cm} (2)

The symbol $^T$ indicates transpose and the overbar symbol is used to denote the complex conjugate. $C^+$ is pseudo-inverse of a combination matrix between microphone positions and the virtual loudspeaker positions, denoted by $C$. The recordings of an array composed of $M$ microphones are organized in the vector

$$p = \begin{bmatrix} p_1 \\ p_2 \\ \vdots \\ p_M \end{bmatrix}^T, \hspace{1cm} (3)$$

while the HRTFs of the dataset are organized in the matrix

$$h = \begin{bmatrix} h_{\text{left}}^1 \\ h_{\text{right}}^1 \\ \vdots \\ h_{\text{left}}^L \\ h_{\text{right}}^L \end{bmatrix}^T = \begin{bmatrix} h_{\text{left}}^1 & h_{\text{left}}^2 & \cdots & h_{\text{left}}^L \\ h_{\text{right}}^1 & h_{\text{right}}^2 & \cdots & h_{\text{right}}^L \end{bmatrix}^T. \hspace{1cm} (4)$$

The conditions to calculate $C^+$ are investigated below for each binaural synthesis approach. A combination matrix $C_{\text{HRTF}}$ of size $L \times M$ will be used in the HRTF modeling approach, whereas a combination matrix $C_{\text{mic}}$ of size $M \times L$ will be used in the microphone signal modeling approach. The structures for spatial signal processing that result from these two approaches are illustrated in Fig. 2.

The binaural signals calculated by HRTF modeling approach are synthesized by

$$\varphi = \overline{w^T} p,$$  \hspace{1cm} (5)

where

$$w = C_{\text{HRTF}}^{-1} h$$  \hspace{1cm} (6)

defines the weighting filters. On the other hand, according to the microphone signal modeling approach, the binaural signals are synthesized by

$$\varphi = \overline{h^T} u,$$  \hspace{1cm} (7)
where

\[ u = C_{\text{mic}}^+ p \]  

(8)

defines the driving signals. A remarkable relation between the two synthesis approaches is further verified when comparing the dimensions of the corresponding linear systems. When one approach arises from the solution to an overdetermined system of equations, the other corresponds to an underdetermined system of equations, and vice versa. The synthesized binaural signals using these two modelings are shown in Fig. 3. When the number of microphones is smaller than that of HRTF dataset \((M < L)\), \(C_{\text{HRTF}}\) represents an overdetermined system, whereas \(C_{\text{mic}}\) represents an underdetermined system. In this case, more distortion is observed in the HRTF modeling approach. In contrast, when the number of microphones is larger than that of HRTF dataset \((M > L)\), \(C_{\text{HRTF}}\) corresponds to an underdetermined system, whereas \(C_{\text{mic}}\) corresponds to an overdetermined system. In this situation, more distortion is observed in the microphone signal modeling approach.

### 3. Sound space recording and reproduction method, SENZI [22, 11, 23]

Our developed method, SENZI (Symmetrical object with ENchased ZIllion microphones), is one of the methods of HRTF modeling approach. To calculate and synthesize a listener’s HRTFs by inputs from spatially distributed multiple microphones, recorded signals from each microphone are simply weighted and summed to synthesize a listener’s HRTF. The weight can be changed according to a listener’s 3D head movement. Because of that feature, 3D sound-space information is acquired accurately irrespective of the head movement. Our developed system consists of a spherical microphone array with 252 microphones and FPGAs. These components are sufficiently compact that it is easy to carry all the systems to a distant location for recording. In this section, we explain the details of the developed system.

Figure 4 shows the constructed real-time SENZI system. In the system, three FPGA boards are used to operate the 252 sound signals in real time. This system consists of a “Recording part”, a “Signal Processing part”, and a “Reproduction part.” FPGA board 1 is the Recording part. The main task of the FPGA board 1 is to convert the inputted 252 ch 1-bit audio data into 16-bit data at a sampling frequency of 48 kHz. This converted signals send to the Signal Processing part implemented on FPGA board 2 and 3. On FPGA board 2, the 252 ch data are windowed (Hanning window, 512 points long) and are analyzed using a 512-point FFT with 256-point overlap. Then, on FPGA board 3, the 252 input sounds are multiplied by the weighting coefficients calculated from the HRTFs of a specified listener. These coefficients are changed in accordance with the head position obtained using
the 3D sensor. Finally, the Reproduction part on the FPGA board 3 generates 2 ch binaural output sound signals provided to the listener, typically through the headphones.

Spherical microphone array shown in Fig. 4 is at the radius of 8.5 cm. On the spherical object, 252 microphones are installed. The position of each microphone is calculated on the basis of a regular icosahedron. The intervals between all neighboring microphones are almost the same: average interval is 2.043 cm. Consequently, the limit for the array’s spatial resolution appears at a frequency
of more than approximately 8.5 kHz. A small digital omnidirectional electric condenser microphone (ECM) (KUS5147; Hosiden Co., Ltd.) is set at one of the 252 calculated positions. The typical SNR of this microphone is specified as 58 dB (typ.).

Synthesized HRTFs using the constructed SENZI system are shown in Fig. 5. To reduce the degradation of the accuracy in the low-frequency region caused by the low signal-to-noise ratio (SNR) of the microphone, a small singular value at each frequency was rounded off to 0 when the condition number was greater than 20 dB. Fig. 5(b) indicates that the dynamic range of synthesized HRTFs is narrower than that of the target HRTFs. This narrow dynamic range is caused by the low SNR of the microphone. Except for this, the frequency characteristics up to around 10 kHz, which is the limit of spatial resolution, are almost well synthesized even when HRTFs are synthesizes using actually recorded signals.

4. Conclusions

It is crucially important to convey accurate auditory spatial information to listeners for development of advanced multimedia communications systems. Binaural technologies are promising methods which can convey rich spatial auditory information to listeners using simple equipment such as headphones. The main components of recent binaural technologies are spherical microphone arrays and HRTFs datasets. In this study, two types of general formulations for such a class of technologies using these components were presented. According to the classification, we explained our proposed binaural synthesis method named SENZI, which is one of the HRTF modeling approaches. Numerical simulations showed that binaural synthesis accuracy of these systems depended on the number of microphones compared to that of HRTFs. More specifically, underdetermined systems yield better
Figure 5: Actual HRTFs on the horizontal plane synthesized using SENZI system.

binaural synthesis accuracy than overdetermined ones.
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